Silicon Monoxide at 1 atm and Elevated Pressures: Crystalline or Amorphous?
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ABSTRACT: The absence of a crystalline SiO phase under ordinary conditions is an anomaly in the sequence of group 14 monoxides. We explore theoretically ordered ground-state and amorphous structures for SiO at P = 1 atm, and crystalline phases also at pressures up to 200 GPa. Several competitive ground-state P = 1 atm structures are found, perforce with Si–Si bonds, and possessing Si–O–Si bridges similar to those in silica (SiO2) polymorphs. The most stable of these static structures is enthalpically just a little more stable than a calculated random bond model of amorphous SiO. In that model we find no segregation into regions of amorphous Si and amorphous SiO2. The P = 1 atm structures are all semiconducting. As the pressure is increased, intriguing new crystalline structures evolve, incorporating Si triangular nets or strips and stishovite-like regions. A heat of formation of crystalline SiO is computed; it is found to be the most negative of all the group 14 monoxides. Yet, given the stability of SiO2, the disproportionation 2SiO(s) → Si(s) + SiO2(s) is exothermic, falling right into the series of group 14 monoxides, and ranging from a highly negative heat of formation for CO to highly positive for PbO. There is no major change in the heat of disproportionation with pressure, i.e., no range of stability of SiO with respect to SiO2. The high-pressure SiO phases are metallic.

INTRODUCTION

While SiO2 is one of the most studied compositions of matter under high pressure,1–3 because of its importance to the geochemistry and geophysics of the Earth and other planets, the monoxide or suboxide, SiO, is less well known. That is quite a contrast with other monoxides of the carbon group—CO, SnO, and PbO are familiar molecules or solids. This paper explores this mystery of group 14: the apparent absence of crystalline SiO at P = 1 atm and higher pressures.

SiO is there. A material of approximate SiO composition can be made reproducibly enough to be sold in volume—it has found its way into technological applications.4,5 However, its microscopic structure remains subject to controversy; an excellent review by Schnurre, Gröbner, and Schmidt-Fetzer6 has a vivid Appendix with more than 80 references debating the nature of SiO. Recent studies have characterized SiO as an amorphous solid that is neither homogeneous and single-phase nor a two-phase heterogeneous mixture (of Si and SiO2). One such comprehensive investigation, using a combination of physical techniques, argues for a heterogeneous structure that contains clusters of SiO2 and Si surrounded by a suboxide matrix.7 There appear to be many atoms at Si/SiO2 interfaces, causing composition fluctuations that are continuous, rather than abrupt.6 Either way, as an amorphous solid or a heterogeneous mixture, SiO is not simple in structural terms.

Interestingly, the monoxide of silicon is also the subject of astrophysical studies, because of its high interstellar abundance.8,9 Diatomic SiO, well-known on Earth as a metastable molecule (the Si–O separation is 1.49 Å),8 has also been detected in sunspots. It was suggested that SiO9 is the initial condensate in the outflows of oxygen-rich dying stars. Some crystalline silicate grains have been observed in the dust shells around those stars at temperatures above 1000 K. There is some theoretical work on SiO nanoaggregates,10 and oligomers of SiO have been detected and assessed in calculations.11

All monoxides in group 14, except those of silicon and germanium, are known in the pure solid phase. CO is molecular in the solid phase (even as more stable extended structures have been suggested),13 while SnO and PbO exist in extended structures. The known monoxides have lower magnitude negative heats of formation than the corresponding dioxides (Table 1), yet clearly persist over a significant temperature range at P = 1 atm and also in the presence of O2. This indicates that the barriers to reaction with molecular oxygen to form the dioxide are high, and it encourages one to think that the metastability of hypothetical SiO (or GeO) is not an impediment to its persistence. Moreover, the high-pressure variable opens up a new perspective—could SiO (and GeO) actually be stabilized at elevated pressure?

Since SiO is not known as a pure crystalline solid, we must search for its possible structure(s). Previous calculations18,19...
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have in fact explored some potential structures for SiO and also GeO at $P = 1$ atm. Our search for possible crystalline SiO structures began by testing existing and calculated group 14 suboxide structures. In addition, we searched for structures using evolutionary algorithm and random search techniques. Finally, we calculated several approximants to amorphous solid SiO.

The methods used throughout are based on evolutionary and random structure searching and assessment methods coupled with density functional theory (DFT; the general approaches as well as the numerical details and computational procedures are laid out in the Theoretical Section). For crystalline choices, the strategies are quite straightforward; however, in this paper we go a step further and explore variants which we will refer to as “simulated amorphous”; these static, but plainly disordered arrangements will be described below.

Our calculations were calibrated with two silica modifications—$\alpha$-quartz and stishovite. For these systems, as well as for elemental O and Si, which we need for calculations of the heats of formation, our calculations gave structures similar in detail to those known or calculated by others. All the enthalpies given in this paper are for ground-state structures; zero point energies (ZPEs) were not included. This might be a concern, since the ZPEs (ranging from 0.17 eV at $P = 1$ atm to 0.20 eV at 50 GPa) are comparable to the differences in enthalpy between a number of the structures. But we do not expect ZPEs to have an effect on structural choices, as they are reasonably the same for all alternative structures. Also our calculations on some of the known forms of SiO$_2$ gave the order of stability known without ZPEs.

### RESULTS AND DISCUSSION

**SiO at 1 atm.** Let us voice at the outset the obvious—SiO is going to be unstable with respect to disproportionation to SiO$_2$ and Si, no matter what crystal structure we predict. Si–O bonds are exceedingly strong. There are twice as many such Si–O bonds in SiO$_2$ as in SiO. We do not expect the Si–O bond energy in SiO$_2$ and SiO to be much different since, as will be discussed, the two materials have similar calculated Si–O bond lengths. A consequence of the great stability of Si–O polar covalent single bonding is that Si–O–Si linkages are bound to be there in SiO structures, and their number is maximized (even as there must be Si–Si bonds as well). These Si–O–Si units are likely to vary in angle, as is found in silica structures. Finally, given the cornucopia of nearly equal in enthalpy SiO$_2$ structures available to us, we are likely to find not one but many nearly equal enthalpy SiO possibilities. And, as will be seen, we do.

Elements of the same group often behave in similar ways. Accordingly, we began our search for possible stable SiO phases with known solid-state structures of the monoxides of group 14 (CO, SnO, and PbO) as well as some recently calculated alternative structures of solid CO. Among these, the most thermodynamically stable candidates were obtained from the hypothetical CO structures studied earlier. Two structures with the orthorhombic symmetries $Cnmc$ and $Pnma$ are almost identical in energy at $P = 1$ atm. Figure 1 gives the geometry of one of these, $Cnmc$; the other one, differing by a slight shift of the 2D planes relative to each other, is shown in the Supporting Information (SI) that accompanies this paper. The slightly less stable $C2/c$ and $C1$ structures lie only 0.11 and 0.19 eV/SiO in enthalpy above the $Cnmc$ structure, respectively.

In the orthorhombic $Cnmc$ structure ($Z = 2$, Figure 1), each silicon atom is coordinated to four nearest neighbors: two Si and two O atoms. Each Si atom is bridged to the next-nearest Si by an O atom (along the $c$-axis), forming nonplanar 6-membered rings similar to those calculated for CO. These rings are not isolated but are in-turn connected along the $b$-axis into sheets by sharing Si–O–Si bonds. As reported in Table 2, calculated Si–Si and Si–O bond lengths in $Cnmc$ at $1$ atm are 2.41 and 1.68 Å, respectively, these being comparable in fact to the Si–Si separation in cubic diamond silicon (calculated, 2.37 Å; experimental, 2.35 Å$^{26}$) and Si–O in $\alpha$-quartz (calculated, 1.62 and 1.63 Å$^{27}$; experimental, 1.61 Å). The Si–O–Si angle is 114°, which is smaller than the one found (calculated) in $\alpha$-quartz, 147°$^{28}$ (experimental, 144°$^{29}$).

From a chemical perspective, we see here immediately the essential features that distinguish SiO from CO. (1) Multiple bonding is well known in carbon chemistry, but difficult to achieve in a persistent manner in silicon chemistry. The thermodynamically stable and kinetically persistent SiO structures will not be diatomic but extended, solid-state structures that are “saturated”, i.e., will have at $P = 1$ atm four bonds to each Si and two to O. (2) The Si–O–Si bond angle is much less resistant to opening from a tetrahedral value,
Table 2. Calculated Static and Ground-State Bond Lengths of All the Structures Analyzed in This Work, as Well as Stable SiO₂ and Si Phases at Pressures of Interest

<table>
<thead>
<tr>
<th>structure</th>
<th>P (GPa)</th>
<th>Si–O (Å)</th>
<th>Si–Si (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si (cubic diamond)</td>
<td>0</td>
<td>2.37 (2.35&lt;sup&gt;11&lt;/sup&gt;)</td>
<td></td>
</tr>
<tr>
<td>Si (hcp)</td>
<td>50</td>
<td>2.44</td>
<td></td>
</tr>
<tr>
<td>Si (fcc)</td>
<td>50</td>
<td>2.47</td>
<td></td>
</tr>
<tr>
<td>SiO₃ (α-quartz)</td>
<td>0</td>
<td>1.62, 1.63 (1.61&lt;sup&gt;27&lt;/sup&gt;)</td>
<td></td>
</tr>
<tr>
<td>SiO₄ (stishovite)</td>
<td>50</td>
<td>1.72</td>
<td></td>
</tr>
<tr>
<td>Cmcm</td>
<td>0</td>
<td>1.68</td>
<td>2.41</td>
</tr>
<tr>
<td>I (Cm)</td>
<td>0</td>
<td>1.65–1.66</td>
<td>2.36–2.51</td>
</tr>
<tr>
<td>II (f4)</td>
<td>0</td>
<td>1.63–1.67</td>
<td>2.35, 2.41</td>
</tr>
<tr>
<td>III (C2)</td>
<td>0</td>
<td>1.65–1.66</td>
<td>2.39–2.49</td>
</tr>
<tr>
<td>A (P2/m)</td>
<td>50</td>
<td>1.72–1.85</td>
<td>2.22–2.28</td>
</tr>
<tr>
<td>B (Imn2)</td>
<td>50</td>
<td>1.70–1.79</td>
<td>2.31–2.55</td>
</tr>
<tr>
<td>C (Imn2)</td>
<td>50</td>
<td>1.76–1.87</td>
<td>2.26–2.29</td>
</tr>
<tr>
<td>D (P1–C2/m)</td>
<td>50</td>
<td>1.70–1.80</td>
<td>2.31–2.55</td>
</tr>
<tr>
<td>E (C2/m)</td>
<td>50</td>
<td>1.70–1.78</td>
<td>2.36–2.55</td>
</tr>
</tbody>
</table>

<sup>“Experimental values under ordinary conditions are given in parentheses.

Even to 180°, than a comparable C–O–C angle. This is consistent with the wide range of such angles found in the many polymorphs of silica,<sup>28</sup> and can be seen in a comparative calculation of a model compound such as (HO)₃-E-O-E-(OH)₃, E = C, Si (calculated, 121° for C, 134° for Si). The energy to distort from this minimum in the model molecules to a linear E–O–E bond is 1.4 eV for C, 0.08 eV for Si (per formula unit).<sup>29,30</sup>

A further feature of SiO relative to SiO₂ is that “deletion of oxygens” in the former (relative to the latter) must lead to the formation of some Si–Si bonds. Actually, as part of our search, we took this deletion argument seriously, by taking known quartz allotropes and deleting some oxygens from them. But no “better” structural candidates subsequently emerged.

Evolutionary and random structure searches (see the Theoretical Section) led to several phases that are more stable than the ground-state Cmcm structure described above at P = 1 atm.<sup>31</sup> The most stable of these structures are labeled here as I, II, and III. The symmetry and relative stability of these phases are given in Table 3. Their structures are shown in Figures 2–4.

Table 3. Symmetry and Ground-State Enthalpy (Relative to the Cmcm Structure) of the Most Stable Phases at P = 1 atm

<table>
<thead>
<tr>
<th>phase</th>
<th>space group</th>
<th>Z&lt;sub&gt;n&lt;/sub&gt;</th>
<th>in eV/SiO</th>
<th>in kJ/mol/SiO</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Cm</td>
<td>8</td>
<td>−0.38</td>
<td>−37</td>
</tr>
<tr>
<td>II</td>
<td>f4</td>
<td>16</td>
<td>−0.33</td>
<td>−32</td>
</tr>
<tr>
<td>III</td>
<td>C2</td>
<td>4</td>
<td>−0.23</td>
<td>−22</td>
</tr>
</tbody>
</table>

<sup>“Z = number of formula units per unit cell.

Other structures with similar relative stabilities at P = 1 atm were also predicted and are discussed in the SI. Note that one expectation is met: there is not one, but a goodly number of competitive SiO structures, and in a way this is not that different from SiO₂.

Structure I is calculated to be the most stable phase of SiO at P = 1 atm. Interestingly, the structure contains nearly planar 6-membered rings consisting of four Si and two O atoms. The 6-membered rings can be seen clearly in the top view along the a-axis in Figure 2, where each ring is connected to eight other rings. Along the c-axis, the rings form ladder-like arrangements where each “step” (ring) is connected to the next via Si–Si bonds. The Si atoms are 4-coordinated, with three types of bonding environments for Si: (Si₄), (O,Si), and (Si₂O₂). All O atoms are 2-coordinated. Along the a- and b-axes, the rings are connected with each other via Si–O–Si bonds with a bond angle of 124°.

A structure closely related to I, of C1 symmetry, is shown in Figure 3. This is a nicely symmetric structure (f4), containing two alternating layers. Each layer is made up of three types of nonplanar rings: 10-membered rings (two different orientations) consisting of eight Si and two O atoms, 8-membered rings consisting of four Si and four O atoms, and 4-membered rings consisting of only Si atoms. The layers are connected via Si–O–Si bonds along the c-axis and are shifted with respect to their 2-D planes. The Si atoms have two bonding environments: (SiO) and (O,Si). Oxygen atoms form Si–O–Si connections with two quite open bond angles: 145° and 161°. In the carbon world, 4-membered rings would be a harbinger of instability, but they are not for Si.

The structure of III (Figure 4), about 0.16 eV/SiO less stable than I at P = 1 atm, contains 4-coordinated Si atoms with four different bonding environments for Si: (Si₄), (O,Si), with two distinct types, and (O₂Si₄). Interestingly, part of the Si sublattice forms nonlinear (zigzag) Si chains that extend along the a-axis. These chains are connected with each other by quartz-like units (see view along b-axis in Figure 4). In this structure, 8-membered rings can be identified, consisting of five Si and three O atoms (in contrast to the 12-membered rings found in α-quartz). Si–O–Si angles are 129°–133°. Notable is a significant distortion from ideal tetrahedra around Si: a
maximum Si–Si–O angle of 131° occurs in Si bonded to (SiO₃), and a minimum angle of 90° in Si-coordinated Si atoms (all angles in quartz are 109° ± 1°).

As mentioned above, some other structures have been suggested previously for crystalline SiO₂,

and energetically unstable with respect to disproportionation to SiI structure of structure, was calculated here as 1.1 eV/SiO less stable than the examined those. The most stable, the distorted SnO-type SiO₂ strongly depend on the choice of the energy functional in various structures after we examine a model for amorphous and high-pressure crystalline SiO phases, to which we shortly turn.

Since it is known that the calculated relative enthalpies of SiO₂ strongly depend on the choice of the energy functional in DFT calculations,

at the suggestion of a reviewer we have also recalculated our most stable models for SiO using local density approximation (LDA) potentials. In the P = 1 atm region, structure I remains the most stable candidate. Interestingly, structure III is relatively stabilized with LDA potentials and becomes the second most stable structure in terms of enthalpy. Therefore, the order of stability of the P = 1 atm structures calculated with LDA potentials becomes I < III < II < IV. Table S3 in the SI compares the relative energies of the most stable structures for the GGA-PBE and LDA functional calculations.

A Model for Amorphous SiO. To test the energetic stability of our ordered structures relative to an amorphous solid (at P = 1 atm), we generated defect-free tetrahedral networks of amorphous SiO using a modified Wooten–Winer–Weaire algorithm,

which was used in previous work on SiCO glasses and SiO₂.

The starting structure for the network modeling was built from a model of SiO₂ glass by depleting it of some O atoms and then rebonding the free valences. The same simple Keating-type potential as in previous studies was used.

Employing a variety of annealing procedures, we generated 42 models with 36 SiO units and 28 models with 108 SiO units. We optimized all smaller models and two of the larger models (selected by their low energy) using DFT methods described in the Theoretical Section. The principal assumption, namely that energies associated with mutual interactions can be represented at the pair level, is not without its difficulties. However, the move to DFT-based energies in the refinement process should ameliorate these somewhat.

Interestingly, the most stable amorphous model is actually the smaller one, with 36 SiO units. It is 0.05 eV/SiO less stable than structure I. This value is of the same (small) order as the enthalpy of formation of SiO₂ glass relative to α-quartz (experimental, 0.094 eV (9.1 kJ/mol);

computed, 0.083–0.10 eV (8–10 kJ/mol)).

Given this difference in enthalpy, one might expect a crystalline form of SiO to persist over an amorphous one. However, the energy difference is not large, and with the variety of possible crystalline phases at P = 1 atm within a small enthalpy window (as discussed above), it is difficult to make such a prediction. A similar situation occurs in am-SiO₂ relative to quartz, yet both are known experimentally (as indicated above).

Five more models with 36 SiO units are close in energy to the enthalpically most stable one (less than 0.03 eV/SiO difference). The best larger model comprising 108 SiO units (216 atoms) is 0.018 eV/SiO less stable than the lowest energy amorphous model we found. However, since the larger approximant is a better representation of the real amorphous solid, it is taken as our primary (“best”) model for amorphous SiO (the smaller one is discussed in the SI). We will be referring to this best model (Z = 108) as sam-SiO (simulated amorphous SiO). The structure of the best amorphous SiO model is shown in Figure 5. The simulated radial distribution functions (rdf’s) and network statistics (see below) for this model are essentially identical to those for the smaller cell.
Structural information for amorphous SiO is accessible in principle from scattering probes sensitive to the two separate constituents, Si and O. These are, for example, anomalous X-ray diffraction and neutron scattering, which for appropriately large samples will yield the partial structure factors (the generalizations of the above for multicomponent systems), and for sufficiently large momentum transfers these in turn can yield via Fourier transformation the partial rdf’s. We will show the experimental findings below.

Theoretically, the partial rdf’s can be determined for amorphous systems by continuous approximations to discrete data resulting from methods which are also summarized below. Since the input to the latter also involves electronic density functional theory, the systems are formally to be regarded as crystalline but with finite unit cells (of approximate cell dimensions of 1.3 and 1.9 nm), where the finite bases are chosen to represent approximations to static amorphous structures. The aim is to obtain predictions of the equivalent of the partial rdf’s obtained after the proposed averaging methods are applied. For completeness, links to the formal definitions of partial rdf’s for binary systems are laid out in the Theoretical Section.

By way of a synopsis, the approach here to the approximate determination of partial rdf’s, as outlined further in the Theoretical Section, is one based on determination for finite cells of the numbers of, say, SiO pairs (starting with a chosen Si atom for example) which are found within spherical shells at a prescribed separation from the atom, and also of a certain prescribed width. The ensuing tabulations are thus highly discrete, but are often made continuous by applying Gaussian broadening. From normalization procedures this process of averaging of what would normally take place for truly extended nondiffusive assemblies, and which may well take place via the extended nature of probe beams, leads to approximate estimates for the partial rdf’s, as discussed below. These in turn offer certain insights into, for example, near-neighbor coordinations. The essential starting premise here is that the initial amorphous arrangements of SiO (these subsequently being optimized) may be obtained from the structure of vitreous phases of silica (SiO$_2$) by appropriate deletion of half of the oxygens.

In choosing the Gaussian width, we use a value which is found typical of theoretical studies of macroscopic amorphous systems, both in elements and in compounds, namely 0.03 Å. Experimental values of the full width at half-maximum (fwhm) are naturally greater for room-temperature measurements. With this broadening, we calculate the simulated partial and total rdf’s for SiO as shown in Figure 6. The resulting average coordination of O around Si, Si around Si, and Si around O is 2.0.

The first Si–O peak is located at 1.64 Å with a fwhm of 0.04 Å. It matches the typical Si–O bond distance that we compute for the various crystal structures of SiO (Table 2). The first Si–Si peak is located at 2.37 Å (fwhm = 0.12 Å) and is due to Si–Si bonds. It compares well with the Si–Si bond distance in the diamond structure of Si, for which we compute 2.37 Å. The first O–O peak is located at 2.66 Å (0.14 Å), arising from nonbonded O···O correlations within Si-centered tetrahedra. Additional pronounced peaks result from Si···Si correlations, at 2.84 Å (0.14 Å) arising from Si atoms connected via O and at 3.17 Å (0.21 Å) arising from Si at the corners of Si-centered tetrahedra. Another Si···O correlation is found at 3.3 Å (0.3 Å).

The very high and narrow first Si–O peak deserves further comment. Such high peaks might arise for crystals but are not typical for glasses, amorphous solids, or liquids. The first peak is so sharp because the simulated amorphous region is small (108 SiO units) and the Si–O bond so strong, short, and harmonic near its minimum; were the sample enlarged, the anharmonicity of the local bonding would be sampled, and the peak would broaden.\textsuperscript{39} Experimentally, one observes very sharply defined local environments in silica (SiO$_2$).\textsuperscript{40} Very large scale (300,000 atom models) simulations of SiO$_2$ also give a sharp first peak in the Si–O correlation at low temperatures.\textsuperscript{38,41}

The experimental partial pair correlation functions for amorphous SiO have, in fact, been investigated in the literature by combined X-ray, neutron, and electron diffraction techniques.\textsuperscript{7,42} The $g_{SiO}(r)$ and $g_{SiSi}(r)$ from this study are reproduced in Figure 7. The reported major Si–Si, Si–O, and O–O peaks lie at 2.45, 1.64, and 2.64 Å, quite comparable to the values obtained by us above (see Figure 6). One major discrepancy between our rdf’s and those measured in ref 7 is in the second Si–O peak, at ~3.2 Å. This peak arises from Si–Si–O groupings, common in our structures. Hohl and co-workers note the absence of such a peak in their study and, in fact, take
Thus far, the structural data in terms of typical bond distances and angles do not distinguish a mixture of amorphous silica and silicon from a truly amorphous SiO. The two possibilities can be sorted out by looking at the coordination environment around the Si atoms: a segregated model will show an excess of \( \{\text{Si}\}_2\text{O}_4 \) and \( \{\text{Si}\}_4 \) tetrahedra at the expense of mixed tetrahedra, while a random model should follow proper random statistics.

In a random network, the probability of finding the coordination environments \( \{\text{Si}\}_n\text{O}_{4-n} \) \((n = 0, 1, 2, 3, 4)\) is determined by the number of Si and O atoms and by their bonding in the system. If Si and O are 4- and 2-connected, respectively, and if no O–O bonds are present, then the total number of bonds \( N_{\text{total}} \) is given by \( 4/2N_\text{Si} + 2N_\text{O} \). The probability that a particular bond is an Si–O bond is \( p(\text{Si–O}) = 2N_\text{O}/N_{\text{total}} \) and the probability that it is an Si–Si bond is \( p(\text{Si–Si}) = 1 – p(\text{Si–O}) \). In the case of a SiO2 network this reduces to \( p(\text{Si–O}) = 1 \), while in a random network of SiO, \( p(\text{Si–O}) = 2/3 \) and \( p(\text{Si–Si}) = 1/3 \). It is indeed twice as likely to find a Si–O bond as it is to find a Si–Si bond; in our model, with 36 units of SiO, we have in total 108 bonds, 72 of which are Si–O.

Each of the four neighbors of a Si atom can be either O or Si, with probability \( p(\text{TO}) = p(\text{Si–O})/\left[2p(\text{Si–Si}) + p(\text{Si–O})\right] \) for O and \( p(\text{TSi}) = 2p(\text{Si–Si})/\left[2p(\text{Si–Si}) + p(\text{Si–O})\right] \) for Si. The factor 2 in \( 2p(\text{Si–Si}) \) arises because a Si can be on both ends of a Si–Si bond. Hence, in a random network of SiO, the probability of finding either O or Si around a central Si is equal.

Quantitatively, the probability \( p(n) \) of finding the coordination environment \( \{\text{Si}\}_n\text{O}_{4-n} \) \((n = 0, 1, 2, 3, 4)\) in a random SiO network is \( p(n) = \left[4!/n!(4-n)\right] \left[p(\text{TO})\right]^n \left[p(\text{TSi})\right]^{4-n} \), with \( p(\text{Si}) = p(\text{TO}) = 0.5 \). In our model comprising 108 units of SiO, we then expect 6.75, 27, 40.5, 27, and 6.75 for the numbers of \( \{\text{Si}\}_n\text{O}_{4-n} \) environments, and we find 3, 29, 46, 25, and 5, respectively. Given the relative statistical error \( (1/\sqrt{N}) \), the data are in agreement with a random network and, in particular, do not show a trend toward segregation of the structure into Si- and SiO-rich parts.

**SiO Structures at Higher Pressures.** The genetic algorithm that we employed to search for optimal structures led to several low-enthalpy ground-state structures for SiO under pressure. The search was performed at \( P = 1 \) atm and 10, 20, 50, 100, and 200 GPa (with different formula units \( Z \); see Theoretical Section for details). The resulting structures were then examined over a range of pressures. The enthalpically most stable phases above \( P = 1 \) atm are identified in the text using alphabetical symbols, as described in Table 4.

Figure 9 shows the relative enthalpy–pressure relation of these phases. The reference line is the enthalpically unstable SiO-type structure.45-47 Two of these structures have distinct

<table>
<thead>
<tr>
<th>label</th>
<th>space group</th>
<th>( Z )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>( P2/m \text{~}15 )</td>
<td>4</td>
</tr>
<tr>
<td>B</td>
<td>( I\text{mm}24^4 )</td>
<td>4</td>
</tr>
<tr>
<td>C</td>
<td>( I\text{mm} 2 )</td>
<td>3</td>
</tr>
<tr>
<td>D</td>
<td>( P1-C2/m )</td>
<td>4</td>
</tr>
<tr>
<td>E</td>
<td>( C2/m )</td>
<td>4</td>
</tr>
</tbody>
</table>

\(^a\)The alphabetical labels will be used in the text to identify these structures. \(^b\)\( Z \) = number of formula units per unit cell.
regions of overall stability: B is favored in a small pressure range between 10 and 30 GPa, while A is stable above 30 GPa. The $P = 1$ atm structures, I and III, are competitive only up to 10 GPa. Note that there is a small window of pressure, ~10 GPa, where structure III is favored enthalpically; at higher pressures, it transforms into B (around $P = 50$ GPa). No imaginary frequencies for the calculated phonons were found for the enthalpically stable structures I, III, A, and B at $P = 1$ atm, 10 GPa, 50 GPa, and 50 GPa, respectively, indicating their dynamic stability. The calculated phonon densities of states (DOSs) are reported in the SI. As mentioned above, the differences in enthalpy between many of the structures considered are comparable to the values of the ZPE (0.17 eV at $P = 1$ atm for I, 0.20 eV at $P = 50$ GPa for A). However, these structures have similar ZPEs, and we do not expect the ZPE to alter the structural choices.

Structure A, the most stable for $P \geq 30$ GPa, contains a ladder-like arrangement of extended Si units shown in Figure 10. These Si strips are connected with each other by distorted octahedral stishovite-like units. Bond lengths in A at 50 GPa are comparable to Si–Si in hexagonal-close-packed (hcp) silicon and Si–O in stishovite at the same pressure (Table 2). The Si–O–Si links that connect the stishovite-like units to the Si strips have angles of 126° and 129°, which are close to the angle found in the high-pressure SiO$_2$-stishovite, 131° (calculated). As expected, both Si and O atoms increase their coordination under pressure. Si tends to become 6-coordinated with increasing pressure, instead of the 4-coordination of $P = 1$ atm structures, while O tends to become 3- or 4-coordinated instead of 2-coordinated.

In a narrow intermediate pressure range we find B to be the most stable structure.\(^\text{37}\) Interestingly, B contains in it elements of two structural types, stishovite-like SiO$_2$ units sandwiched between Si triangular nets. The structure of B at 50 GPa is shown in Figure 11. In this structure, Si–O and Si–Si bond lengths are 1.70–1.79 and 2.31–2.55 Å, respectively; these are similar to Si–O in the high-pressure quartz structure, stishovite, and Si–Si in hcp silicon at the same pressure (1.72 and 2.44 Å, respectively; see Table 2). Further, the Si–O and Si–Si interlayer distances are 1.72 and 2.43 Å, respectively. The structure can be seen as incipiently segregated into Si and SiO$_2$ lattices. We will return to this possibility when we examine the energetics of the various structures relative to Si and SiO$_2$.

However, the interlayer distances are short, and they indicate strong interaction between these two distinct regions. It is fascinating that B was obtained by applying pressure to the $P = 1$ atm phase, III; the Si chains and the $\alpha$-quartz-like units in III have now transformed to Si triangular nets and stishovite-like units in B.

The structures of the other phases, C, D, and E, competing at intermediate pressures with A and B, are described in the SI. But nothing is simple in the SiO system. In the range 0–20 GPa, the structure search produced several structures that are close in enthalpy to the most stable phases discussed above in the text. These phases have many common features, differing in some cases only by small deformations (their coordinates are given in the SI). In a sense it is then not surprising that amorphous forms of SiO will exist at low pressures, as is experimentally observed. In fact, an amorphous solid is not too far in enthalpy from our proposed ordered structures, as we discussed above.\(^\text{38}\) The existence of a number of competing low-pressure structures is also not surprising, given the variety of silica polymorphs with their wide range of bond angles and bond lengths.\(^\text{20}\) Similar to the SiO story, many of the known stable and metastable silica phases, differing only in the connectivity of their basic tetrahedral units, are close in enthalpy at low pressures.\(^\text{20}\) At high pressures for both SiO and...
SiO₂, there is a clearer enthalpic distinction among possible structures.

We have also examined the relative stability of structures A and C at $P = 100$ GPa using an LDA energy functional; A is still the most stable structure in that region. The relative enthalpies of these two structures using GGA-PBE and LDA calculations are compared in Table S4 in the SI.

**Enthalpic Stability and Disproportionation.** Up to this point, we have only considered the relative stability of the most stable phases with respect to each other. However, there are two main questions we need to address: How stable are these phases with respect to separation into the elements Si + O₂? And, perhaps more importantly, how stable are they with respect to disproportionation into Si + SiO₂? We calculated the heat of formation, $\Delta H_{\text{f}}$ and the enthalpy of disproportionation, $2\Delta H_{\text{dis}} = \Delta H_{\text{EO}}^\circ - \Delta H_{\text{EO}_2}^\circ$ for the various stable phases over a range of pressures.

Let us examine first the structures at $P = 1$ atm, where the competitive phases are I, II, and III, along with sam-SiO, as discussed above (Cmcm is shown for comparison). Table S gives the calculated heats of formation and disproportionation.

<table>
<thead>
<tr>
<th>phase</th>
<th>$\Delta H_{\text{f}}$ (kJ/mol)</th>
<th>$\Delta H_{\text{dis}}$ (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cmcm</td>
<td>$-337 (-3.39 \text{ eV})$</td>
<td>$-157 (-1.63 \text{ eV})$</td>
</tr>
<tr>
<td>I</td>
<td>$-363 (-3.76 \text{ eV})$</td>
<td>$-83 (-0.86 \text{ eV})$</td>
</tr>
<tr>
<td>II</td>
<td>$-358 (-3.71 \text{ eV})$</td>
<td>$-93 (-0.96 \text{ eV})$</td>
</tr>
<tr>
<td>III</td>
<td>$-348 (-3.61 \text{ eV})$</td>
<td>$-113 (-1.17 \text{ eV})$</td>
</tr>
<tr>
<td>sam-SiO</td>
<td>$-357 (-3.70 \text{ eV})$</td>
<td>$-96 (-0.995 \text{ eV})$</td>
</tr>
</tbody>
</table>

Note the tremendous stabilization of the solid phase relative to the diatomic molecule, whose $\Delta H_{\text{f}} = 100$ kJ/mol (see Table 1). It follows that SiO is not behaving like CO at all, but much more like SnO and PbO, both forming extended solids with extremely different structures from the known diatomic molecules of the same stoichiometry. Solid SiO clearly has a much more like SnO and PbO, both forming extended solids at the same time. Part of the difficulties of the theoretical method (DFT) comparing molecules and extended systems at the same time. Part of the difference derives from the correction needed to take a $\Delta H_{\text{f}}$ from 0 to 298 K (again O₂ is involved), but we estimate this as <10 kJ/mol.

Relative to quartz, SiO is thermodynamically unstable. The thermodynamic situation for SiO at $P = 1$ atm now resembles more closely that of the other monoxides of group 14; this is illustrated in Table 6, which shows the heats of disproportionation for the group, excluding GeO (unknown as a solid).

<table>
<thead>
<tr>
<th>EO</th>
<th>$\Delta H_{\text{dis}}$ (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO</td>
<td>$-172 (-1.78 \text{ eV})$</td>
</tr>
<tr>
<td>SiO</td>
<td>$-83 (-0.86 \text{ eV})$</td>
</tr>
<tr>
<td>SnO</td>
<td>$-16 (-0.17 \text{ eV})$</td>
</tr>
<tr>
<td>PbO</td>
<td>$+16 (1.70 \text{ eV})$</td>
</tr>
</tbody>
</table>

¹⁴$E = group 14 element. Si, Sn, and Pb systems are in the solid phase; C is in the gas phase.

It is quite remarkable that CO has a much greater tendency for disproportionation to CO₂ and C than does SiO to SiO₂ and Si. And yet we can have CO in a bottle. Even if the drive to disproportionation is greater for CO than for any group 14 monoxide, the activation energy for doing so is clearly larger in the carbon phase. This is, of course, a general phenomenon in carbon chemistry—for instance, in the presence of molecular oxygen all hydrocarbons are thermodynamically unstable; they burn! But the barriers to reaction with molecular oxygen are large. Organic chemistry is the land of the thermodynamically unstable but the kinetically persistent.

The moment one moves down group 14, the barriers to reaction (such as disproportionation) become smaller; why they do so is something we will in time learn. The magnitudes of the negative $\Delta H_{\text{dis}}$ are decreasing down group 14 until they become positive (and large) for Pb.

Is SiO’s thermodynamic tendency to disproportionate to Si and SiO₂ a barrier to it being made and persisting? That is, will crystalline SiO be kinetically persistent? It must be plainly admitted that we are unable, with the resources available to this group, to make an estimate of the kinetic persistence of SiO. As a reviewer has pointed out, arguing against the persistence of SiO is that the heat of reaction for dioxide formation from the monoxide, $\text{EO} + 1/2 \text{O}_2 \rightarrow \text{EO}_2$ is greater for group 14 when $E = \text{Si}$ (see Table 1).

On the other hand, we are encouraged by the known persistence of CO and SnO (and by that of PbO₂, unstable with respect to PbO in the presence of elemental Pb, yet clearly around). The instability of SiO with respect to the dioxide is similar to that one finds for CO and SnO. We think one could reasonably expect that kinetically persistent ordered SiO solids can be made, if not at 1 atm, then at higher pressure.

What will in fact change for SiO as the pressure increases? Figure 12 shows the enthalpy of formation and disproportionation as a function of pressure for three of the calculated SiO phases. The high-pressure phases are clearly stable (these are ground-state calculations) with respect to separation into the elements up to 200 GPa. The $P = 1$ atm instability to disproportionation to Si + SiO₂ continues in the pressure regime investigated, increasing in magnitude at higher pressures. Unsurprisingly, SiO is thermodynamically unstable with respect to disproportionation at all pressures considered. And interestingly, there is a relative reduction in the magnitude of the disproportionation energy at low pressures, around 10 GPa.

As a geochemist, Mainak Mookherjee, has mentioned to us, there might have been special opportunity for SiO in the early stages of Earth’s formation, when the atmosphere was oxygen-poor.
Electronic Structure of SiO. Figure 13, left side, shows the calculated electronic DOS per electron of structure I for SiO at $P = 1$ atm, compared to those of diamond-type silicon and $\alpha$-quartz, also at 1 atm. The electronic structures of the other competitive $P = 1$ atm phases (reported in SI) are similar to that of I. Elemental silicon itself is a semiconductor, and its experimental 1.1 eV gap is usually underestimated by the computation. SiO is, of course, an insulator; in the extreme of an ionic viewpoint ($\text{Si}^{4+}(\text{O}^{2-})_2$), the oxygen bands are completely filled, opening a wide band gap between O [2p] and the unoccupied conduction band dominated by Si [3p] states. The real system, partially covalent, retains this ionic parentage—the conduction band is heavily Si 3p. The O 2s levels are near $-19$ eV (the zero of energy is the position of the highest occupied band, not the Fermi level); the Si 3s density is mainly in the region of $-8$ to $-10$ eV.

The electronic structure of SiO at $P = 1$ atm is understandably intermediate between those of Si and SiO$_2$. It is similar to that of SiO$_2$ at $P = 1$ atm, except that in the former the valence band maximum has a substantial contribution of Si [3p] states, whereas in the latter they are O [2p] states. The presence of substantial Si 3p character above and below the highest occupied crystal orbital is due to the formation in SiO of Si–Si bonds, weaker than Si–O bonds. To help us understand the bonding, at the suggestion of a reviewer, we performed a Crystal Orbital Hamiltonian Population (COHP) analysis. COHP is a DOS weighted by the corresponding Hamiltonian matrix elements. It identifies energetically bonding...
calculated DOSs of the known group 14 monoxides at 1 atm. Note the known monoxides of the carbon group are all insulators at relativistic e are underestimated because of the choice of functional and atm along with structure

The ed scheme in these strips is similar to that in hcp silicon, calculated to be metallic even at P = 1 atm] and (2) the fact that all the bands (O 2s, Si−O, Si−O bonding, all unoccupied antibonding. But note (by comparing total DOS for α-quartz with the −pCOHP) that the band of levels from 0 to −4 eV has a lot of states in it, but contributes little to Si−O bonding. These are the bridging O lone pairs (the projections in Figure 13 confirm this).

The SiO COHP analysis reveals one interesting feature: the states at the top of the valence band, between 0 and −4 eV, are actually Si−O antibonding. The levels in this region are primarily Si−Si bonding levels—note the strong Si−Si bonding in the COHP. But in a variant of hyperconjugation, antibonding σ* levels of the Si−O bonds (four on average around each Si−Si bond in SiO) mix into these weak Si−Si bonds.

A schematic interaction diagram for SiO is compared with one for SiO2 in Figure 14. The Si−O bond is strong, so the splitting between Si−O σ and σ* levels is large. The Si−Si bond is weaker, so the Si−Si σ and σ* splitting is smaller. The Si−Si and Si−O levels mix, as the COHP analyses and orbital projections of Figure 13 show, but this simplified scheme describes reasonably well the bonding in SiO.

An interesting comparison then emerges when we look at the calculated DOSs of the known group 14 monoxides at P = 1 atm along with structure I of SiO in Figure 15. The band gaps are underestimated because of the choice of functional and relativistic effects (in SnO and PbO) that we omitted. The known monoxides of the carbon group are all insulators at P = 1 atm. Note the “gapped” DOS for CO, typical of the molecular solid that it is.

Again, what happens as the pressure is increased? Figure 16 compares SiO at 1 atm and 50 GPa, where structure A is now metallic (structure B is also metallic; its electronic structure is shown in the SI). The metallicity of structure A can be attributed to (1) the inherent metallicity of the Si strips forming the Si sublattice [the Si−Si interaction in these strips is similar to that in hcp silicon, calculated to be metallic even at P = 1 atm] and (2) the fact that all the bands (O 2s, Si−O, Si−Si valence band) broaden under pressure [the metallization pressure of SiO is calculated to occur around 20 GPa (III-to-

CONCLUSION

We have presented the results of a computational study on potential stoichiometric and crystalline silicon monoxide, SiO, ground-state phases at P = 1 atm and at high pressures. The quest for stable SiO structures began with known and theoretical structures of group 14 monoxides, and continued with an evolutionary algorithm and random search procedures. As expected from silica (SiO2), a number of structures were found to be stable for SiO at P = 1 atm; the enthalpically most stable of these was structure I (space group Cm).
All these structures have some Si–Si bonds and quartz-like Si–O–Si linkages. At $P = 1$ atm, the lowest enthalpy SiO phases have four bonds to Si and two to O, with a range of Si–O–Si bond angles. Several approximants to amorphous SiO were also calculated. The best of these models comes out a little bit less stable than structure I and does not show segregation to SiO$_2$ and Si substructures. At higher pressures, three dynamically stable structures were found to have distinct regions of enthalpic stability: III, stable in a narrow pressure window between $P = 1$ atm and 10 GPa; B, stable between 10 and 30 GPa; and A, stable at higher pressures. At increased pressure (structures were studied up to 200 GPa), one begins to see higher coordinations of Si and O.

The best ground-state SiO structures have highly negative heats of formation. All the SiO phases are thermodynamically stable with respect to separation into the elements, but unstable with respect to disproportionation to Si and SiO$_2$. A common feature of the electronic phase of these structures is intermediate between the known systems of SiO$_2$ and Si–Si bonding in SiO leads to a small band gap in the $P = 1$ atm phases in comparison to α-SiO$_2$, and contributes to the metallic nature of the high-pressure phases of SiO.

## THEORETICAL SECTION

All studies in this work were obtained from (1) known starting structures of relevant monoxide systems of group 14; (2) evolutionary structure search algorithms as implemented in XtalOpt program; or (3) random structure search algorithms as implemented in AIRSS.

The structures of the group 14 monoxides were obtained from the Inorganic Crystal Structure Database (ICSD) and a recent theoretical work on solid carbon monoxide structures. The space groups of the structures that were investigated are listed below in Table 7.

The Vienna ab initio Simulation Package (VASP) was applied to obtain the ground-state enthalpies of these structures, using density functional theory (DFT). The generalized gradient approximation of Perdew–Burke–Ernzerhof was used as the energy functional in our calculations. The electron–ion interactions were treated by using the Projector Augmented Wave (PAW) method. The PAW pseudopotentials represent the valence electrons of Si (3s$^2$3p$^2$) with a cutoff radius of 1.900 $a_0$ and O (2s$^2$2p$^4$) with a radius of 1.520 $a_0$. A plane wave basis set cutoff of 600 eV/atom was set, and the structures were fully relaxed until the forces on the atoms were less than $10^{-3}$ eV/A.

The structure search using XtalOpt was conducted at $P = 1$ atm ($Z = 4$), $P = 10$ GPa ($Z = 4, 3$), $P = 20$ GPa ($Z = 4$), $P = 50$ GPa ($Z = 2$), $P = 100$ GPa ($Z = 4, 3, 2$), and $P = 200$ GPa ($Z = 4$). The resulting structures were then examined over a range of pressures. Only ground-state calculations were performed in this work; ZPEs were not included. It is important to mention that the structure search performed at relatively low pressures (0–20 GPa) produced several structures that are close in enthalpy to the most stable phases discussed in the text. These phases have similar features to each other, with only small distortions in some cases. We report the coordinates of these phases in the SI.

## Table 7. Group 14 Structures That Were Used as Starting Geometries for SiO

<table>
<thead>
<tr>
<th>Coupled Model</th>
<th>Theoretical Models</th>
<th>Experimental Models</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO</td>
<td>$P_{21}/m$, $P_{21}/c$, $P_{2/m}$, $P_{4/mmm}$, $P_{mcm}$, $C_{2i}$, $C_{2i}/m$, $C_{2i}/c$</td>
<td>$R_{3c}$, $P_{2i}3$</td>
</tr>
<tr>
<td>SnO</td>
<td>$P_{4}/mmm$, $C_{m}2_{1}$, $P_{m}m2$</td>
<td></td>
</tr>
<tr>
<td>PbO</td>
<td>$P_{4}/mmm$, $P_{4}c_{2}$</td>
<td></td>
</tr>
</tbody>
</table>

Figure 16. Electronic density of states per valence electron of static ground-state SiO structures at $P = 1$ atm (left) and $P = 50$ GPa (right). The dashed line marks the energy zero, the highest occupied crystal orbital (and the Fermi energy in the 50 GPa case).
developing configurations of a liquid, it is the quantity $\rho^2(r-r')$ that will be averaged. The result is then a two-particle density, and for a homogeneous system it too is just a function of the relative variable $r-r'$.

However, on the matter of averaging, there is an important point (and one that is distinctly different for noncrystalline states that are nonnondiffusive); it may be introduced this way: At any instant, for a fluid, the prescribed macroscopic volume can itself be regarded as a large assembly of subvolumes, each plausibly in its own thermodynamic limit. The well-known consequence of this is that these subvolumes provide a basis for executing both translational and rotational averaging so that the single configuration of the originating grand assembly actually suffices to define a rdf and associated static structure factor of the corresponding homogeneous and diffusive liquid occupying one of the subvolumes. The ensuing rdf has a precise statistical interpretation for the liquid or gaseous state; given a particle at the origin, it is the probability of finding another at separation $r$ in the presence of correlations but relative to the same quantity in the absence of such correlations. In practical situations for liquids it is also determined, of course, from simulations carried out on finite systems, but (and here again arises the important difference) for a multitude of different configurations.

It is quite clear that similar arguments could be invoked in principle for a large noncrystalline but nonnondiffusive system. But there is a quite crucial proviso: it is that sufficient structural information is available for the assembly of subvolumes, each required, as in the above to be in a reasonable thermodynamic limit. This, of course, is a nontrivial requirement and is presently not achievable. For clear computational reasons, treatments of amorphous systems have limited particle number, and the cells used for them (see above) are also quite limited in size; only a single configuration is available, and this is not subsequently averaged by the procedures available for liquids. This has led to a different approach to the approximate determination of partial rdf's, as outlined below.

For simulating the amorphous model of SiO, simulated site–site pair correlation functions $g(r)$ were generated by counting the number of nearest neighbors between distances $r$ and $r+\Delta r$ around an atom center (we use $\Delta r = 0.1$ Å). While the total site–site pair correlation function accumulates distance correlations between all atoms (as center as well as neighbor at distance $r$), the partial pair correlation function does this for particular pairs (e.g., from center Si to neighbor O) specifically. All individual entries of distance between two sites are convoluted with a normed Gaussian function with a fwhm of 0.03 Å (0.1 Å for distances above 2.3 Å) and subsequently averaged and normed by the neighbor number density expected for this distance. Through this construction, all simulated site–site pair correlation functions yield an average value of 1 at infinite separation. Angular distributions were generated by broadening individual entries of angles around a specific site (108 for O, 432 for Si) by Gaussian functions with a fwhm of 5°.
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